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Distinguishing identities is useful for several applications such as automated grocery or personalized recommendations. Unfortunately, several recent proposals for identification systems are evaluated using poor recruitment practices. We discovered that 23 out of 30 surveyed systems used datasets with 20 participants or less. Those studies achieved an average classification accuracy of 93%. We show that the classifier performance is misleading when the participant count is small. This is because the finite precision of measurements creates upper limits on the number of users that can be distinguished.

To demonstrate why classifier performance is misleading, we used publicly available datasets. The data was collected from human subjects. We created five systems with at least 20 participants each. In three cases we achieved accuracies greater than 90% by merely applying readily available machine learning software packages, often with default parameters. For datasets where we had sufficient participants, we evaluated how the performance degrades as the number of participants increases. One of the systems built suffered a drop in accuracy that was over 35% as the participant count increased from 20 to 250. We argue that data from small participant count datasets do not adequately explore variations. Systems trained on such limited data are likely to incorrectly identify users when the user base increases beyond what was tested. We conclude by explaining generalizable reasons for this issue and provide insights on how to conduct more robust system analysis and design.
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1 INTRODUCTION

Identifying individuals is a key component in many systems like automated grocery (e.g. Amazon Go [2], Alibaba Taocafe, DeepBlue Takego), personalized recommendation systems [41] (e.g. ads [16, 54], movies [36], products [3], music [51]), or multi-user interfaces [14]. The typical identification system measures observable features of a user and then feeds these measurements to a decision mechanism. The decision mechanism learns the distributions of measurements from the dataset and makes predictions by partitioning the space of measurement values.

This work is supported by the National Science Foundation under Grant Number 1750987. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the National Science Foundation. Additional material available at http://scienceofsecurity.science.

Authors’ address: Shridatt Sugrim, shridatt.sugrim@rutgers.edu; Can Liu, can.liu@rutgers.edu; Janne Lindqvist, janne.lindqvist@rutgers.edu, Rutgers University, 94 Brett Road, Piscataway, New Jersey, 08854.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

© 2019 Copyright held by the owner/author(s). Publication rights licensed to ACM.
2474-9567/2019/9-ART104 $15.00
https://doi.org/10.1145/3351262

Fig. 1. Even an ideal system that is capable of identifying many users with minimal error will eventually reach an upper bound, $N$, beyond which the performance will decrease without recovery. Because the measurement value range is finite, the ability to distinguish participants based on these measurements begins to degrade as more participants are added. Consequently, users that were easily identified will be confused with new users that have similar measurement values. We can choose a threshold (e.g. accuracy greater than 80%) below which we declare that the system's error rate makes it unsuitable. Beyond this point, we declare that the system has failed. Because the measurements can vary randomly, it is often very difficult to identify the bound, $N$, beyond which the performance decreases monotonically.

Many recently proposed identification systems use machine learning classification algorithms as their decision mechanism \cite{5, 13, 22, 24, 26, 28, 31, 33, 34, 38, 45–47, 49, 52, 57, 59–67, 69}. An identification system's performance is measured by how well it performs classification. These systems are often validated with a user study where participants are recruited, observables are measured multiple times, and then the measurements are used as a dataset for a classification algorithm.

For a system to be robust, it is critical to know what conditions cause it to fail. The user studies used to evaluate these proposed systems should provide some insights about the limits of the proposed systems. Even the most ideal systems which are capable of identifying large numbers of participants with minimal error will fail in unexpected ways when used beyond its upper bounds (an upper limit on number that can be identified with minimal error) as described in Figure 1. Often these bounds are not included in the analysis of a proposed system nor are they reported in the publications if known.

User studies reported in the literature are often inadequate to consider a system well tested. Although researchers may collect large amounts of measurement data per participant, the participant count is often low. Collecting a large number of measurements from a small group of participants does not test the limits of the decision mechanism. To verify that small participant counts is an issue for identification systems, we surveyed 30 recently proposed identification systems and noted that the median number of participants for their user studies was 12. Of the systems surveyed no system reported a limit on the number of users that can be handled by the system or identified the conditions which drive the system to failure. Several of these systems use classification algorithms such as support vector machines, neural networks or random forests as multiclass classifiers. Their performance is often measured using two common metrics, accuracy and the confusion matrix \cite{53}. Accuracy is the relative frequency of a correct classification. The confusion matrix is a contingency table that enumerates
how often any one class gets confused for any other class. Together, both metrics quantify different aspects of how often the decision mechanism fails.

In this paper, we aim to make a strong generalizable claim: **no one should be surprised that classification algorithms are able to distinguish classes derived from small numbers of participants.** We demonstrate this by building five different identification systems based on five different publicly available datasets that measured humans. We tasked these systems with identifying the humans who were measured. We chose human-generated data to ensure the probability distributions of the data would be similar those encountered when conducting a user study to evaluate a proposed system. The datasets were used only as a source of human-generated measurements: we are not concerned with the datasets’ original purposes. We purposely minimized the effort to make the classifiers perform better than guessing. We examine the reasons why this is easy to achieve.

We consider the impact of *measurement count* (the total number of measurements taken across all participants), *feature dimension* (a function of number of distinct measured observables), *sample diversity* (how distinct the measurements of each participant are from each other), and *participant count* (number of participants in the user study). We use the insights from our dataset analysis to reason about the degradation of performance as the participant count increases. The major contributions are as follows:

**We examined the recognition performance of identification systems with low participant counts.** We mimicked the evaluation procedure of an identification system by constructing five distinct systems based on publicly available datasets, each with 20 participants. We used support vector machines, random forests, and neural networks on these datasets and achieved greater than 90% accuracy in three cases.

**We explored the reasons why the low participant count is not adequate to evaluate identification systems.** We examined the impact of participant count on performance results and observed that performance may degrade as participant count increases. In addition to the participant count, we also analyzed the impact of measurement count, number of measurements per participant, and feature dimension on performance.

**We outlined a method for more rigorous testing of an identification system.** We proposed measuring how the performance metrics degrade when the participant count increases as a gauge of the robustness of an identification system. We examined how to anticipate this degradation by using randomized participant subsets, and noted it as a crucial criteria to demonstrate the performance of a novel identification system.

It is fairly well accepted that having a small participant count in a user study is inadequate to assess that system [29, 44]. However, the literature does not document the impact of small participant counts on the performance metrics of identification systems proposed in literature. To determine the scope of this problem, we describe our survey of the literature on recently proposed systems in Section 2. We then construct five systems from human generated datasets in Section 3, which explore what performance can be achieved with minimal data processing effort. We then examine how the properties of a dataset impact the performance metrics in Section 4. From this analysis, we identify probability distributions that play a central role in system performance. We discussed how these probability distributions create bounds on the number of easily identified participants in Section 5. We argue that the bounds are a realization of limits on measurement precision. Because of the stochastic nature of these systems, it is hard to definitively identify when the bound has been reached. We suggest strategies for testing the robustness of a system without concrete knowledge of its bounds in Section 6. Finally, we give related work in Section 7 and summarize the findings in Section 8.
Table 1. Publications surveyed grouped by publication venues. Others category includes Infocom, MobileHCl, and MobiSys

<table>
<thead>
<tr>
<th>Venue</th>
<th>Case 1: User Identification</th>
<th>Case 2: Multiclass Identification</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMWUT/UBICOMP</td>
<td>[55], [49], [67], [26], [61], [62], [13]</td>
<td>[31], [52], [63], [69], [57], [65], [43]</td>
</tr>
<tr>
<td>CHI</td>
<td>[46], [38], [45]</td>
<td>[66], [39], [64], [47], [34]</td>
</tr>
<tr>
<td>UIST</td>
<td>[5], [22], [33]</td>
<td>[28], [56], [60], [59]</td>
</tr>
<tr>
<td>OTHERS</td>
<td>[24]</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Summary of the participant counts and classification approaches used in the surveyed two types of identification systems: user identification and multiclass identification. (a) shows the cumulative distribution function of the two types of identification systems. We found more than 77% of the publications in these two types of systems recruited 20 or less participants in their user studies. (b) summarizes the classification techniques used. We found support vector machines (SVM), random forests and neural networks are among the most common. Others category includes Hidden Markov Model [39, 55], Jaccard similarity coefficient [56], k-nearest neighbors [52, 65].

2 SURVEY OF RECENTLY PROPOSED IDENTIFICATION SYSTEMS

To understand how many participants were recruited in recent publications, we surveyed the papers published in top venues during the last four years (2016-2019). We focused on systems literature where machine learning is often used as a black box. We considered systems papers from top-tier conferences in mobile and ubiquitous computing, human-computer interaction and networking. These conferences included CHI, IMWUT/UBICOMP, Infocom, MobileHCI, MobiSys, MobiCom (no papers discovered), and UIST (see Table 1).

The systems proposed in these articles can be separated into two cases: multiclass identification systems and user identification systems. A multiclass identification system measures a user and attempts to predict one of several classes (e.g., standing posture, handwritten digits, or a hand gesture in free space). The user identification system is a subset of the multiclass identification system where the classes are in one-to-one correspondence with the users. That is, each class uniquely identifies an individual user. For multiclass identification, the number of classes could be less than the number of participants (e.g., a fixed set of gestures). In this case, the probability distributions of measurements become concentrated into a smaller set of classes. The underlying decision mechanism is still the same in both cases because the distribution of classes depends on the distribution of measurements. These systems measure users, compute distributions of classes based on those measurements,
and then predict on new inputs based on those distributions. We argue that the reliability and performance of identification systems cannot be fully evaluated with the user studies of low participant counts.

We did not consider machine learning and data mining conferences, such as NeurIPS and KDD, because they focus on algorithms instead of system applications and often use curated datasets instead of generating their own data by recruiting participants. Figure 2 summarizes the participant counts and techniques that were used in the 30 surveyed publications. Our goal is to bring attention to the misleading results that arise from recruitment practices and to advocate for testing for failures.

3 DATASETS AND CONSTRUCTION OF THE IDENTIFICATION SYSTEMS

To analyze the potential issues of the identification systems with small participant counts, we constructed five user identification systems using publicly available datasets. We chose the user identification task as it was easy to implement, had readily available data, and has a simple interpretation of the measurement distributions. We used common classification techniques with minimal tuning. We discovered that high classification performance is achievable when the participant count is low.

In all cases, the data was used only as a source of human-generated measurements. We did not assess the datasets usefulness for its collected purposes (e.g., recognizing walking activity). We were solely interested in the discerability of the measurements from distinct participants. Our study was approved by the Institutional Review Board (IRB) of our institution.

3.1 Choosing Datasets

To identify datasets that we could use, we examined datasets from several public repositories including, UCI Machine Learning Repository [15], Kaggle.com [21], Data.gov [35], and other public data repositories. For a dataset to be included in our study, the dataset had to meet the following simple criteria:

- Unique identifier for each participant
- More than 20 participants
- More than one measurement per participant

We did not restrict datasets based on measurement type, number of features, or other dataset properties to maintain generalizability of the results. Table 2 lists the datasets.

3.2 Choosing Identification Methods

To construct a user identification system, we applied the three most common algorithms used in our survey reported in Section 2 - Figure 2(b)): random forest, support vector machines and neural networks. Each identification system was constructed with 20 users with unique identifiers. The unique identifiers served as the class labels that would be learned by the machine learning algorithms. The systems were evaluated on how well
they predicted the identifier when given an unlabeled measurement. In the case of a multiclass identification system the evaluation would be the same, however, the number of classes may not be equal to the number of participants.

All classifiers were implemented using the sci-kit learn [37] library. We aimed to minimize the amount of machine learning knowledge required to implement an identification system with high performance. We performed very little optimization on each of the algorithms. In the cases where we did not use the default parameters, the selected parameters were chosen strictly to prevent infinite loops and minimize run time in order to treat the machine learning as a black box. Our principal effort was to build identification systems from human-generated data. Our goal was to demonstrate how misleading results will arise when a selection of participants produced a dataset that was artificially easy to classify.

3.3 Identification Systems Performance

The performance metrics we computed were 1) the accuracy score (ACC), 2) the confusion matrix (CM), and 3) the number of easily identified users. The first two metrics are widely reported in our survey of identification systems and machine learning literature when multi-class classification is evaluated [5, 12, 13, 22, 24, 28, 31, 33, 34, 39, 45, 47, 56–62, 64–66, 68]. The number of easily identified users is a simple metric derived from the confusion matrix (see table 4).

These metrics were computed using a standard validation technique where the data is split into two subsets, a training set which consists of 80% of the measurements and a testing set with the remaining 20%. For datasets where there were more than 20 participants, we also ran the analysis over multiple randomly chosen subsets of 20 participants. This was done to eliminate the possibility that a specific chosen subset would inflate the performance metrics purely by chance. A large variation in performance across these randomized subsets would indicate bias in the identification system.

No preference was given to any particular algorithm. In the case of support vector machines and neural networks, the default parameters were used. For random forest we set the n_estimators (number of decision trees to test) to 1000 to ensure a large breadth search and the max_depth to 20 to prevent infinite loops (more details in Appendix B).

3.3.1 Accuracy Score. The accuracy score provides a simple summary of performance by computing the relative frequency of a correct decision. This summary, however, is incomplete as it loses details of the systems performance on each individual participant. Additionally, the accuracy score can be misleading when the number of measurements per participant is unbalanced [53].

To calculate the accuracy score (ACC), we ran ten iterations with randomized participant subsets and reported the best accuracy achieved across all sets. Table 3 shows the best results achieved across ten different resamplings. This method of model selection demonstrates a scenario where the performance is misleading because of the serendipitous favorability of the dataset. In one case the reported accuracy was 100%.

The classifiers performances were similar when the measurement values from different participants was very distinct. In all cases, the accuracy metric varied by at most $\approx 8\%$. The values presented in Figure 3 are among the highest observed to highlight what is achievable with favorable subsets. Table 3 shows that three of the data sets had at least one algorithm that was able to achieve 80% accuracy. Thus, an algorithm was discovered that would achieve reasonable performance with minimal tuning.

All algorithms performed poorly on the EEG readings dataset regardless of parametrization of the algorithms. The best achieved accuracies were $\approx 52\%$ for random forest, $\approx 51\%$ for neural networks and $\approx 33\%$ for support vector machines. Parameter optimization techniques such as grid / random parameter search did not improve the results. This observation informs the strategy we propose and we will discuss why the reasons for this failure lie with the measurements in Section 4.
Table 3. Maximum Accuracy - We achieved greater than 50% accuracy for all datasets with at least one algorithm. Each algorithm was tested on randomized subsets of each dataset for 10 iterations. In all cases where there were more than 20 participants in the dataset, each iteration was done with a random choice of 20. Thus we can achieve very high accuracies if we carefully select our participants and algorithms.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Network</td>
<td>0.51</td>
<td>0.95</td>
<td>0.82</td>
<td>0.5901</td>
<td>1.00</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.52</td>
<td>0.96</td>
<td>0.92</td>
<td>0.7119</td>
<td>1.00</td>
</tr>
<tr>
<td>SVM</td>
<td>0.3297</td>
<td>0.79</td>
<td>0.79</td>
<td>0.57</td>
<td>1.00</td>
</tr>
</tbody>
</table>

3.3.2 Confusion Matrix (CM). To illuminate the identification performance we computed the confusion matrix. It is a contingency table that tabulates how often one participant identifier is confused for another. The confusion matrix allows us to identify when participants fail to be distinct. Figure 3 shows both of the accuracy score and confusion matrix results.

3.3.3 Number Of Easily Identified Users. A user is easily identified if their measurements are classified correctly most of the time. This can be computed as a count of the main diagonal probabilities which are above a threshold (e.g. 80%). Table 4 enumerates the number of participants that can be easily identified by the classifier.

The strength of this metric lies in its dependence on how the measurement values separate participants. Because this metric is more sensitive to measurement separation than accuracy, it gives a more meaningful summary of the identification systems performance. Using this second metric we can see that the accuracy does not always give the full picture. For example in the NBA dataset, random forest has a slightly higher accuracy than neural networks, however, neural networks easily identifies more participants. This would indicate that neural networks are better at finding the structural separations in this type of measurement data. In contrast, random forests do significantly better at separating users in the walking activity data. Finally, support vector machines have a slight advantage in the CT scan data, because of the accuracy metric, even though all algorithms can easily classify all participants. Multiple metrics help to identify cases where a single metric is artificially high because of artifacts in the data.

In summary, we noticed the performance of identification systems varies across the different data sets and classification algorithms. We will analyze the reasons that cause the differences in performance.
Table 4. Easy Identification - We define participant easily identified when they are identified correctly at least 80% of the time. Note that the accuracy of random forest is higher than neural network in the NBA case (see Table 3), though neural networks easily identifies more participants. This is because accuracy only considers correct decisions without concern for whom they occur. In these datasets, random forests make more correct decisions overall, but neural networks have more certainty per individual.

<table>
<thead>
<tr>
<th></th>
<th>EEG</th>
<th>NBA</th>
<th>Act.</th>
<th>Walking</th>
<th>CAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Network</td>
<td>1</td>
<td>18</td>
<td>12</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Random Forest</td>
<td>1</td>
<td>16</td>
<td>20</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>SVM</td>
<td>1</td>
<td>12</td>
<td>12</td>
<td>1</td>
<td>20</td>
</tr>
</tbody>
</table>

4 THE IMPACT OF DATASET PROPERTIES ON CLASSIFICATION PERFORMANCE

The reliability of an identification system depends on the generalizability of classification. Generalizability here means how the classifier performs with participants which it was not trained on. To achieve such generalization, the dataset will need to be both representative of the intended user base, and contain enough information to ensure that the distributions governing the observations of measurements are approximated well. Predicting the generalizability of a system is often a difficult task because the properties of the reported datasets can only be used to gauge expected performance under certain constraints.

The representativeness of a dataset is related to the diversity of participants and dimensionality of the feature space. The expectation is that measuring more observables from a diverse array of participants would yield a model that has better coverage of the intended users. We show in this section that it is very difficult to define the diversity of a dataset. For example, we often lack ground truth about its intended user base. We also demonstrate that feature dimensionality rarely predicts performance because the size of the feature space is not a predictor of discernibility.

The size of the dataset is often used to gauge whether there are enough measurements to deem the approximation of a distribution sufficient. Generally, more datapoints yields a better approximation of a distribution [27]. However, it is often unclear which distribution is being approximated. We argue that sample size is poorly defined and neither of the potential definitions is sufficient to predict the error in approximation of the distributions that the system is attempting to learn. There are two types of distributions that impact performance and each definition of sample size is only related to one of them.

We compare impact of variation in the dataset properties, including measurement count, participant diversity and feature dimension (Table 2) on system performance when the participant count was fixed at 20. All of these properties of the data sets may affect performance because all algorithms attempt to optimize their fit of the data [1]. These differences between datasets can be lensed through the distributions that the identifier is trying to learn.

4.1 What is Sample Size: Participant Count or Measurement Count?

Sample size is a term used often, but unfortunately ambiguous. Different disciplines do not agree on the definition of a sample [7]. Different disciplines tend to focus on different aspects of the analysis, the term sample size get used in two ways.

Often in the HCI literature, sample size means the number of participants. However, in the machine learning literature, sample size is usually used to refer to the count of measurements taken across all participants.

To avoid confusion, we will explicitly identify either the participant count, N, or the measurement count, T. One critical observation is that a large measurement count does not imply large participant count. The number
of participants within a study and how the participants were selected impacts sample diversity [11, 50], which is a gauge of how different the measurements from distinct participants are.

### 4.1.1 Why Do the Differences between Participant Count, N, and Measurement Count, T, Matter?

The classification performance is controlled by two types of distributions: 1) the distribution of measurements taken from all participants, \( P(V) \) (also known as the population distribution), and 2) the distributions of measurements from a single participant, \( P_h(V) \) where \( h \) is a unique index for the participants. We will call this the individual distribution. Both of these distributions are approximated by machine learning algorithms when it fits a curve to the points in the dataset. The errors in approximation are directly related to the number of points within the dataset, but each of the different counts is only related to a specific distribution. We argue that participant count, \( N \), can be used to gauge the error in approximation of the distributions among participants if there is sufficient participant diversity. We also argue that measurement count, \( T \), alone is insufficient to gauge whether either distribution is well-approximated because it does not represent how many measurement points exist per individual. Thus, a critical difference between \( N \) and \( T \) is that, under specific conditions, \( N \), can be used to compare the evaluations done between two systems, while \( T \) cannot.

The population distribution, \( P(V) \), is illustrated in Figure 4 (B) and (D). It captures how a specific measured observable (or sets of measured observables) varies across the intended user base. It is approximated by the relative frequency of a measurement values collected across a sampling of that user base. The individual distributions, \( P_h(V) \), are illustrated in Figure 4 (A) and (C). Since the measurements from each participant may have different variation characteristics, each participant, \( h \), has their own distribution \( P_h(V) \). How these \( P_h(V) \) distributions overlap will impact how well the measurements separate, and ultimately dictate the system performance.

If there is sufficient participant diversity, then larger participant count, \( N \), may imply a better approximation of the population distribution, \( P(V) \). In the absence of a systematic selection biases, as \( N \) increases, so do the chances of observing distinct measurement values. Thus, when \( N \) is sufficiently large, we can consider \( P(V) \) well approximated as more of the range of measurement values has been explored.

Total measurement count, \( T \), is insufficient to ensure that \( P(V) \) is well-approximated. The number of measurement per participant, \( M \), also impacts the approximation. If we assume that each individual distribution, \( P_h(V) \), is well-approximated and that the sampling has no systematic bias, then a larger \( N \) may also imply that the set of distributions has better coverage over the range of possible measurement values.

Both distributions are necessary to estimate the details of data. The population distribution, \( P(V) \), can inform the sampling procedure. If we knew the population distribution, we could build our recruiting policy using standard techniques [4, 8, 9, 29, 32, 44], allowing us to answer questions such as “For a given measurement value (or values), \( V \), how likely, \( P(V) \), is it to observe this \( V \) from the population?” However, the population distribution cannot discern whether the measurement type effectively separates individuals because the distribution lacks that granularity. By looking at the overlap in individual distributions, \( P_h(V) \), can be used to gauge if the measurements are adequate for distinguishing individuals in the sample of the intended user base. However, the \( P_h(V) \) distributions can not discern if there are additional distinct individuals among the intended users that were not accounted for. To answer this question we could use the population distribution, \( P(V) \), to identify probable measurement values that are not present in our data (e.g. values beyond 5 and −5 in Figure 4). The individual distributions, \( P_h(V) \), also cannot assess the likelihood that an unseen user is easily confused with the members of the sample. To solve this issue, we would need to compute the conditional probabilities of overlap which uses the \( P(V) \) distribution as a prior. Thus, a purely mathematical analysis would require both distributions in order to determine how many individuals a system must be tested with before the performance degrades below tolerable levels.

Given that distributions of users are rarely known, user studies help to estimate these distributions. In most systems, there is an enrollment phase [48] in which several measurements are taken from all the participants,
h, that are available and an estimate of \( P_h(V) \) is made. This process is applied to each \( h \) which may use the system. When the system encounters new, unlabeled measurements, it makes a decision using these estimated distributions. The quality of the distribution estimates is a function of the number of measurements taken from each individual. Since each individual has a different level of variability for any type of measurement, the number of measurements required to get a good estimate will generally not be the same across individuals. Even though these differences are present, in practice a large number, \( M \), is selected which accommodates some range of variability across all \( h \) and ensure that all \( P_h(V) \) are well-approximated. Under this assumption \( M * N = T \).

For any given measurement value, \( V \), if only a small number of participants have a high probability of producing that value, the performance will be high. This is a property of what is being measured, and we consider the measurement discerning when this happens (case (A) in Figure 4). When this is true, we may be able to identify individuals in the sample population easily. In contrast, if many individuals produce the same \( V \) when measured, then the probability, \( P_h(V) \), of observing a \( V \) from a randomly chosen individual, \( h' \), is high, thus this measurement type will be less useful for identifying individuals (case (C) in Figure 4). The multiclass classification problem tries to identify \( h \) for an arbitrary \( V \) by considering all the probabilities, \( P_h(V) \), across all \( h \) for which we have an approximation of the individual distribution. In the simplest case we can ask the question “for any \( V \) which \( h \) was the most likely to produce this \( V \)?” (however the decision logic is often more complex, e.g. taking into account correlations between individuals).

4.1.2 The Impact of \( M \) and \( N \) on Performance. It is difficult to gauge how effective a system will be at identifying individuals just by looking at the number \( N \) of users used to test it. Consider the examples of identifiers built for the EEG dataset from section A.4 and the CT scan dataset of section A.3. We observe significantly different performance (CT scan \( ACC \approx 100\% \) vs. EEG \( ACC \approx 52\% \)) for two datasets where the number of participants used to build the identifiers was kept the same, \( N = 20 \). For each dataset the average number of measurements per participant, \( M \), was comparable (see Table 2). Therefore, the total number of measurements, \( T \approx M * N \), was comparable. The significant difference in performance can only be explained by the discernibility of the feature space, which is a function of the individual distributions, \( P_h(V) \). The performance of the random forest classifier on the CT scan dataset only dropped by \( \approx 1\% \) when the participant count was increased to \( N = 80 \) (See Figure 5). In contrast, using the random forest classifier on a subset of 10 participants for the EEG dataset achieved an increased accuracy of \( \approx 65\% \).

A system with more samples per participant (higher \( M \)) will not necessarily yield better results. For example, the NBA data set of Section A.5 has an order of magnitude fewer measurements per participants than the activity recognition data set of Section A.2, yet it achieves \( \approx 3\% \) higher maximum accuracy. If the feature space is highly discerning, then under-sampling the participants may not cause significant degradation in performance because the individual distributions are spread apart. On the other hand, if a feature space is not discerning, sampling each participant further will not produce any improvement. The approximations of the individual distributions will become tighter, but distribution overlaps will remain the same.

4.2 How Participant Diversity Affects Performance

The two types of distributions from Section 4.1 highlight a key challenge when formulating a participant recruiting policy: ensuring that you have covered the breadth of measurement variation within a population. To be sufficiently representative, a dataset must collect measurements from a wide range of distinct individuals in order to determine if we have adequately covered the range of measurement values that have non-trivial probabilities in the population distribution, \( P(V) \). If the value range is not covered, the generalization beyond the participants recruited will suffer because a system built from this dataset will encounter measurement values in the intended users that are significantly different than the values with which it has been trained. These circumstances render the behavior of the system indeterminate.
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The variation of a measurement’s value has two possible sources. The first is random fluctuations in the value when repeated measurements are taken from an individual (i.e., variation within an individual). The second is random fluctuations in the value when measurements are taken from many individuals throughout the population. If the variation within an individual is small compared to the variation among individuals, then these measurements may separate participants well. For example, the ten participants in (A) separate well. When the variation condition holds, any measurement value, $V_h$, from a particular participant $h$, has a low probability, $P_h(V_h)$, of coming from another participant $h'$. For example, repeated CT scans within a small time window of a single individual should have very little variation, however, these scans should be very different between individuals because they measure the entire body. In contrast, when the variation among participants is high compared to the variation among users (C), all measurement values have comparable probabilities of coming from each user (e.g., EEG data has so much noise in the measurement that any individual value can easily have come from many individuals). The population distributions shown in (B) and (D) show the measurement range of the full population of 20 participants. This distribution can tell us if a measurement value is reasonable for a population, that is, has a non-zero probability of being observed. It cannot be used to determine whether the measurements are useful for distinguishing individuals.

For any population, diversity refers to the degree of difference between members of that population. Other disciplines, such as ecology, attempt to categorize the variation within a population by computing the Shannon entropy of the probability distribution on specimen observation [11]. Such metrics often assume that all specimens are readily distinguishable from each other, that is, low variation within an individual. It is expected that when a rare specimen is observed, the observer would be able to easily recognize that the observed specimen is distinct from the previously observed samples.

In comparison, it is more difficult to determine population diversity within the context of identification systems because we are viewing each participant through the lens of limited precision measurements. In Figure 4 we observed cases where the participant count, $N$, was inadequate to cover the entire range of possible measurement values, $V$. A fully characterized feature space requires the recruitment of more participants. If the measurement...
Fig. 5. We can compare the accuracy of the random forest classifier when run on three of the data sets with enough participants to increase \( N \) significantly. For each \( N \), we perform 10 runs with randomized subsets of size \( N \). The CT scan dataset has significantly less variation in the performance metric. We measured this by looking at the interquartile range of performance metric values when the given randomized participant subsets. This variation in the CT scan dataset was an order of magnitude lower than the other datasets. The range is not visible in this figure because of scale. Because the CT scan dataset is resilient to variations across humans, its performance degrades much more slowly as the number of participants increases. The variability between randomized subsets may give an indication of how performance will degrade as the participant count increases.

values not observed are rare (e.g. 7.5 in case (B) of Figure 4), then we may need to recruit significantly more participants before we observe these rare values. If we could sample until we covered the full range of values, we would ensure that we have a reasonable participant diversity. Unfortunately in most cases, the range of values is not known apriori.

The number of participants in a study, \( N \), cannot always be used to directly determine the if the study was sufficiently diverse because of the break down in distributions covered in Section 4.1.2. Consider the participant counts of the CT scan and the EEG datasets in Table 2. The two datasets have similar number of participants, but the best achieved performance of an identification system built from EEG dataset was 65% accuracy when the participant count was 10 (see Figure 5). As the participant count increased, the system performance degraded. We argue that the system is well tested because we can identify a participant count beyond which the performance guarantees no longer hold. In contrast, the performance of the identification system built with the CT scan data does not degrade significantly as the participant count increases. For this identifier, the user limit is unknown because our tests could not produce a reduction in performance even with 80 users. This difference in performance as the participant count increases will play a large role in the robustness of systems built upon these identification systems.

### 4.3 How Feature Dimension Affects Performance

Feature dimension is a count of the number of distinct measurement types and functions of the measurements values that make up feature vector. It does not consider redundancy among features in the feature space nor does it contain any information about the distribution of measurement values. For example, if we use a length as a feature, this length could be measured in meters or kilometers. Since one value is simply a scalar multiple of the other, good algorithms will treat them as the same feature. Techniques such principal component analysis can
be used to reduce the feature dimension by considering the minimal number of vector components required to represent the information within the feature space.

*Feature dimension is rarely useful for predicting how well a system will perform.* Despite this, it is often reported. It cannot be used to perform relative comparisons of identification systems. For example, the identifier built from the walking activity data set uses only four features (see Table 2), but still achieves $\approx 71\%$ accuracy (see Table 3). In contrast, the EEG data set identifier has 39 features to work with but performs significantly worse ($\approx 51\%$ at best) than the walking activity data set identifier. Further still, the NBA data set identifier uses 51 features and achieves $\approx 95\%$ accuracy. The CT scan dataset identifier has a lower feature dimension to work with than the activity recognition dataset identifier, but performs better. The ability of a system to distinguish individuals is only as good as the discernibility of measurements will allow.

5 **BOUNDS ON THE NUMBER OF EASILY IDENTIFIED PARTICIPANTS**

All identification systems degrade in performance as the number of users increases. This is because the system reaches the upper bound (or the upper limit) of easily identifiable users. In this section, we show that the upper bound arises because each measurement obeys a natural distribution across the intended users, $P(V)$.

The natural distribution, $P(V)$, can only assign non-zero probabilities to a finite range of values. All participant measurements values are drawn from this range. As the participant count, $N$, increases, it becomes increasingly probable that any measurement value will be observed from multiple participants. To be able to predict when the system will fail, we need to know at what participant count, $N$, performance begins to degrade beyond tolerable levels. The upper bounds in all systems differ in how large that bound is, and how quickly it can be found in a practical setting. In the example of the identifier built from CT scan dataset of Appendix A.3, the upper bound is very large (see Figure 5). Thus, any system based on these measured observables would be able to distinguish a large number of participants. It would not be practical to build an identification system that requires a full body scan of an individual to perform the identification. However, the system demonstrates a case where machine learning algorithms do most of the work with minimal configuration.

We can notice trends in performance with a scatter plot of the principal components as $N$ increases. Figure 6 shows four scatter plots of the first two principal components for the NBA stats dataset. Each scatter plot is labeled with the achieved accuracy and participant count, $N$. When participant count is small ($N = 20$), the measurement separation is very good, and thus, the classifier will easily discern participants. As $N$ increases, we can see crowding within the center of the graph. This crowding is a form of concept drift [20], where the conditional distribution of a participants identifier given the measurement, $P(h|V)$, changes as the number of participants grows. In our case, an increased participant count is the source of the distribution shift as opposed to temporal drifts which are normally observed. This comparison demonstrates that performance analysis with a small number of participants (compared to the bound on participants that can be represented) is incomplete at best.

5.1 **Why Are the Metric Values of Low Participant Count Studies Misleading?**

If variability of measurements within an individual is low enough to produce distinct participant measurements, such as those shown in Figure 4 (A), then the system will only make mistakes if the recruiting procedure produces two individuals with the similar individual distributions, $P_h(V)$ (e.g. similar location and scale). In a Bayesian formulation, the equivalent condition is $P(V) \propto P(h)$. Thus, the performance of either class of identification system with small number of distinct participants, $N$, is largely dictated by the population distribution $P(V)$. The distinctiveness of participants implies that the probability of observing a specific measurement value is very dependent on recruiting a specific individual.
As we increase the size of the participant count, $N$, the first two principal components become more crowded. The feature space is often multi-dimensional and these two principal components are the most variable linear combinations of the components in the feature space [18]. The clustering of points in this figure is a two-dimensional representation of the per-individual distributions, $P_h(V)$ discussed in Figure 4. This crowding explains why the performance of the identifier will degrade with increased $N$. When $N$ is large, the various point distributions overlap into an incoherent mass.

The identification system can be thought of as partitioning the space of measurement values into bins which correspond to the classes (as in Figure 7). In the case of user identification, each distinct participant’s measurements might neatly fall into a bin designated for them. As long as the participant count is low, the values in each bin will mostly have come from distinct participants with overlaps being rare. Such a condition would artificially inflate summary metrics that try to count mistakes, for example, accuracy or the confusion matrix, because mistakes are artificially rare. As the number of participants increases, $N \uparrow$, it becomes more likely that a bin will have measurements from more than one participant. If there are naturally $N$ distinct bins, then the pigeonhole principle [42] guarantees that there will eventually be at least one bin with multiple measurements from different participants and thus the system will start to accumulate errors which will drive accuracy down.

For multiclass identification systems, the number of bins may not coincide with the number of participants. In many cases the raw measurements are mapped into a different representation via a deterministic function to achieve the same bin separation. When the number of bins is smaller than $N$, a single participant might get mapped into multiple bins. Although this mapping may lower the effective number of participants required by concentrating them into fewer classes, it does not eliminate the problem that too few participants underexplores the space of possible inputs. Thus, it is still necessary to test with increased participant count to ensure that the space of possible measurement values does not contain values that fail to be mapped.

Machine learning algorithms are designed to optimize the amount of information that is extracted from measurement data. This optimization tries to bin measurements to have a maximal separation between classes. This separation translates to classification performance, for example, accuracy. The problem of misleading metrics arises when the participant count is so small that the ability to draw these boundaries is artificially easy. When this occurs, the performance of a system is less influenced by the effectiveness of the measurements at separating participants and more influenced by the how diverse a sample population the recruiting process produces.

## 6 AN ITERATIVE APPROACH TO TESTING SYSTEMS

In this section, we describe an iterative approach for testing identification systems. Instead of setting a goal number for participants $N$ in the beginning of the study, we can keep increasing $N$ while studying the system and its performance. This is in contrast to statistical group comparisons in experimental designs using null hypothesis statistical testing (NHST) where you must set the target $N$ in advance.
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Fig. 7. When the variation within participants is low (low variance in $P_h(V)$) and the participant count, $N$, is small, the probability of observing a measurement value is proportional to the probability of picking that participant, $P(V) \propto P(h)$. At low $N$, samples drawn from the natural individual distribution, $P_h(V)$, separate well. Thus, it is very easy to draw the boundaries of the bins (e.g. the top row where $N = 5$). As the number of participants increases, the $P_h(V)$ overlap, thus the samples will overlap, and the bins become more difficult to draw (e.g. the bottom row where $N = 20$). The identification system tries to optimize the placement of bin boundaries by using the sampled dataset as an approximation for the natural distribution.

We cannot make performance guarantees on identifications system by only knowing the number of participants $N$. This is because we do not know the upper bounds as described in Section 5. Although it may not be possible to know how far we are from the bounds, we can gauge how the performance degrades as $N$ increases. This can serve as a method for relative comparison of systems. We can take an iterative approach where we assess how the performance metrics of the system react to increasing $N$ without starting a study with a large set of participants. Instead, we can iteratively add participants to the study until we have identified an $N$ that causes the performance to degrade below a tolerable level. We describe this in Algorithm 1.

The analysis in Section 4 demonstrates no single property of the dataset is a good indicator that the resulting system will perform well. Individually, none of these values can guarantee that the experiments conducted truly tested the generalization limits of an identification system. Even when these values are optimal, such systems might still be susceptible to unexpected identification errors if participants were chosen with some systematic bias.
which causes the dataset fail to be representative. It is usually not possible to know the variability of the measured quantities apriori. Thus, it is difficult to construct a practical recruiting policy that eliminates all possible bias before collecting some measurements.

By establishing trends in how the performance varies when different subgroups of participants are selected and degrades when the sample diversity increases, we can determine if a system requires further testing. Cycling the participants into randomized subsets compliments the approach of increasing participants. It can identify subsets of the population that are artificially distinctive, which would produce higher than normal accuracies. It can also identify subsets which are very similar, which would lead to lower than normal accuracies. This cycling provides another check on how brittle the models learned from a specific size subset are. Sample diversity itself is difficult to measure directly. Instead, we can use participant count, $N$, as a proxy for sample diversity with some considerations. We need to ensure a reasonably sized number of samples per participant, $M$. This $M$, will can be chosen as the largest number of samples required to ensure good approximation of $P_h(V)$ for all $h$. It has to be determined empirically after the initial set of measurements is taken by looking at the variance of the distribution estimations. We would also need to eliminate systematic participant selection bias in our recruiting process by identifying factors in the process that might limit the range of measurement values.

**Algorithm 1: Iterative approach to testing**

<table>
<thead>
<tr>
<th>Data: Initial $n$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Result:</strong> Plot of performance metric vs $n$</td>
</tr>
<tr>
<td>Collect $m$ labeled measurements from all $n$ participants (where $m$ is sufficiently large as in Section 4.1.1);</td>
</tr>
<tr>
<td>Choose randomized subsets from $n$ participants;</td>
</tr>
<tr>
<td><strong>foreach</strong> Randomized subset <strong>do</strong></td>
</tr>
<tr>
<td>Build model on data of subset;</td>
</tr>
<tr>
<td>Compute performance metric for each model;</td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
<tr>
<td>Compute interquartile range (IQR) as a measure variability of the performance metric across subsets;</td>
</tr>
<tr>
<td><strong>while</strong> Performance metric above tolerable level and performance metric unstable <strong>do</strong></td>
</tr>
<tr>
<td>Increase number of participants to $n'$;</td>
</tr>
<tr>
<td>Collect $m$ labeled measurements from new participants ;</td>
</tr>
<tr>
<td>Choose randomized subsets from $n'$ participants;</td>
</tr>
<tr>
<td><strong>foreach</strong> Randomized subset <strong>do</strong></td>
</tr>
<tr>
<td>Build model on data of subset;</td>
</tr>
<tr>
<td>Compute performance metric for each model;</td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
<tr>
<td>Compute IQR;</td>
</tr>
<tr>
<td>$n \leftarrow n'$;</td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
<tr>
<td>Plot metric against $n$ with interquartile range error bars;</td>
</tr>
</tbody>
</table>

### 6.1 Test with Increasing Participant Counts, $N$

The rate of degradation of the performance metrics is both a function of the dataset and the machine learning algorithms. We argued in Section 5 that performance degradation as participant count, $N$, increases will occur regardless of algorithm or sampled dataset. However, each system will differ in the rate of degradation because each
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In the NBA dataset, we can observe a drop in accuracy as the participant count, \( N \), increases regardless of which algorithm was used. For each algorithm, we trained a model with \( N \) participants taken from the full population of 290+ players. We then calculated the accuracy for each model and repeated the process for ten iterations. The graph shows the median value and the interquartile range used as error bars. As \( N \) increases, we can see that all models’ performance degrades. However, some are more impacted than others. As we noted in Section 3.2, each algorithms performs differently when given different types of measurement data. Although these differences indicate that the degradation rates will not be the same, it should be noted that eventually all algorithms degrade when participant count is large enough.

The rates of degradation may differ for each algorithm and dataset pair. The bound on easily identified users is largely a function of the measurement type. Specifically, it depends on the amount of information that can be extracted from a measurement type. We will always observe a steady degradation in performance as new participants are added, even in the ideal case. The identification system will only experience gradual drops in performance. For example, it is not possible that the accuracy remains constant at 100% up to \( N \) participants and then goes to 0% with the \( N + 1 \) participants, unless all \( N \) participants are replaced with a new set of \( N \) participants that are distributed differently. Knowing the rate at which new participants degrade the performance gives us an idea of where the bound on users that can be identified while satisfying a constraint on error occurs. The perfect identifier scenario would lead to a degradation rate that is proportional to the probability of observing each individual in the population (see Figure 1). However, most identifiers will not be perfect, and the rate of degradation will often be faster than this ideal scenario. In Figure 5, we observe that a single algorithm (parameterized in the same way) has very different performance degradations as the number of participants, \( N \), increases up to 80. The various sensitivities to increasing participant count gives us an idea of how the system will fail when the participant count grows larger than anticipated.

6.2 Test with Randomizing Subsets

When the number of participants is limited, an additional check for unstable identification performance is to select multiple randomized subsets of participants and evaluate models derived from these subsets independently. Similar to leaving-out-k cross validation [18], we obtain multiple values for the performance of the system. Randomizing the subsets differs from standard cross validation in several ways. First, when a subset of participants is chosen,
the data is partitioned into a training and testing portions. The model is trained and tested with the respective portions. This includes computing the performance metric. Participants not chosen for this subset will not be evaluated against this model since no training data was present for them. Additional analysis could be done by testing the system with these left out members, though this analysis would produce a different performance evaluation (a test of out-experiment generalization). Secondly, the distributions being trained on changes with every subset, instead of being drawn from a common pool as is the case in cross validation procedures. Each subset iteration builds a new model which reflects the current subset. Thus, the process of randomizing subsets is not testing a specific model, but instead the ability to construct discerning models across a breadth of user sub populations.

Figure 5 shows how different measurement types exhibit significant variation in scale. This variation is a function of the discernibility of measurement type. If a measurement type has high discernibility, then the performance metrics will be stable across a wide range of participants.

By cycling different participant subsets, we increase the likelihood that our system will encounter subsets of participants that may artificially increase performance. When the algorithm is fixed, each subset will yield different overlap behavior for natural distributions, \( P_h(V) \), for all \( h \) in the subset. These distributions will result in differing boundary choices (see Figure 7). The differences between subsets will ultimately dictate the variation in performance. If the variation in performance across subsets is significant, then the performance may degrade quickly as the participant count, \( N \), increases because participants that are hard to classify will be added to the subset. On the other hand, if the variation across subsets is not large, we will need to test with more participants to determine the limit on easily identifiable participants.

We can measure the spread of performance metric values (e.g. IQR or variance) as the subsets are varied to quantify how much a metric value can change when a subset is favorable. If the subsets are very different, the spread will be large. In Figure 5, for each \( N \), ten participant subsets of size \( N \) were chosen from the larger dataset. Then, a classifier was trained and tested with the data from these ten subsets. The CT scan identifier barely degrades as \( N \) increases, and the error bars for the metric IQR across all subsets are so small that it is not visible on the plot. In contrast, the identifier built on the EEG dataset starts with varying performance, but this variation stabilizes as the performance degrades. The performance stabilizes because the subset distributions become more stable (and overlap significantly more) as the participant counts increases. Thus, after some intermediate \( N \), it becomes more difficult to find a subset of the population which will separate well by chance. Since the performance metric variability on subsets is only a weak gauge of the potential performance degradation, the technique of cycling subsets of participants should be used to augment the analysis with increasing participant counts.

7 RELATED WORK

The subject of sample size has been discussed for decades [29, 44]. Studies have determined sample size with power analysis where the shape of the distribution is assumed to belong to a specific family [30, 32]. In these cases samples size means participant count and the number of measurements per participant was one. This class of analysis is not applicable to studies where the goal is to build a decision system based on multiple measurements from many diverse participants. The assumed distribution families are too simplistic and the number of measurements from a single participant is often greater than one.

The issue of low participant count in user studies is common across different research communities. Caine [9] analyzed the sample sizes of all 465 manuscripts in the proceedings of CHI 2014 and found the common sample size is only 12. In the HCI community, researchers may try to mitigate the issue by collecting more data from the same participants. However, we showed that this approach is not adequate because each participant can only provide a limited amount of variation for a given measured observable.
Many other fields have raised concerns when the participant count is low. Raudys and Jain [40] discussed the influences of sample sizes on feature selection and error estimation for different types of simple classifiers such as Euclidean distance classifier and Fisher’s linear discriminant. Button et al. [8] showed the average statistical power of studies in neurosciences is very low. They emphasize that this situation leads to overestimates of effect size and low reproducibility of results. Anderson and Vingrys [4] proposed three situations that need to be considered while conducting research with small sample sizes in psychophysical and neurophysiological studies. Hackshaw [25] overviews the strengths and limitations of small sample size in clinical studies. The main issue for small participant count studies is that the outcomes have large standard error and no firm conclusions.

Our survey shows that small participant counts are an issue in user and multiclass identification studies. The breadth of previous work focused on trying to learn population distribution parameters of an assumed distribution shape. These shape assumptions were used as a guiding principle to select participant count. Bounds on error were established only as an afterthought by considering measurement variation after the procedure was done.

In our approach, we do not make strong assumptions about the shape of the population distribution to determine when our statistics have converged. Instead, we apply an iterative approach that uses the error metrics to identify the limits of the system’s ability to discern individuals. We update our model as new data is made available and estimate distributions we cannot know a priori. Our approach provides a method for reasoning about a problem that is often poorly defined without making assumptions that limit generalizability. Our approach is adaptive and can react to shifts in the population and unexpected experimental conditions.

8 DISCUSSION AND CONCLUSIONS

We have shown that testing an identification system with a small number of users is rarely adequate and often misleading. To demonstrate this, we constructed five user identification systems from publicly available datasets. Three of these systems yielded ≥ 90% accuracy when the participant count was small.

To explain why such misleading results can arise from low participant count user studies, we delved into the properties of the measurements that would impact these metrics. We demonstrated that as the participant count increases, the system performance must decrease. We reasoned that because all measurements can only be made with finite precision, an upper bound on the number of easily identifiable individuals must exist. As the participant count approaches this bound, the performance of the system must degrade.

We showed the issue of low participant count is common in the user and multiclass identification studies by surveying the recently published papers in top-tier venues. Seventy-seven percent of the 30 surveyed papers were supported by user studies with 20 or less participants. Although some of the work collected thousands of measurements from the small participant sets, we argued that these measurements do not compensate for a lack of sample diversity, which is mainly affected by the variation between participants.

We showed that the participant count can be used as a proxy for sample diversity, given that the user study factors are controlled. We can establish an estimate that gauges how the system performance will degrade when the participant count increases. We demonstrated that performance metric variation on randomized participant subsets can be a useful approach to diagnose performance degradation when the participant count increases. Knowing these factors will enable us to reason about the likelihood of failure for a system in a target application.

To conclude, we argue that limit on easily identified participants can and should be experimentally determined by increasing the participant count iteratively. There is no single participant count that will be sufficient for every experiment. As such, we cannot prescribe a fixed value or gauge what a large value would be. To learn how a system performance degrades when the number of participants increases, it is critical that we recruit until it fails.
A Datasets Details

The following URLs were used to retrieve each dataset:

- EEG Readings - https://www.kaggle.com/broach/button-tone-sz

A.1 Activity Recognition - A Common Mobile Platform Example

The initial purpose of this dataset was to determine the posture of a participant [6]. The authors recruited participants between the ages of 19 and 48 to provide an inertial measurement unit (IMU) data. The feature space consisted of time and frequency domain components read from a mobile phone based accelerometer and gyroscope. The full feature space has 561 features. This dataset is a typical example of the kinds of measurements that would be used to build a mobile platform identification system (e.g. gait recognition [19]).

To process the dataset for use as an identification dataset, we merged the train and test sets that were provided with the ground truth labels, which we used as an additional feature. We then separated the user field from the measurements and used this as our class label. We then randomly selected 20 random labels and ran the multi-class classifiers.

The best confusion matrix for this dataset (see Figure 3) shows that all participants were easily distinguished by the random forest algorithm (black squares along the main diagonal of the matrix). This metric might lead us to believe that a system constructed from this data might be a viable identification system. Unfortunately, because the participant count is small, we do not have any idea how this system would perform when more participants were tested.

The feature list for this data is stored in a separate file names features.txt, there is a total of 561 features, all of which were used as the data. The user ID for each record was also stored in a separate file named subject_train.txt and subject_test.txt.

A.2 Walking Activity - Having a Small Number of Features Does Not Imply All Is Lost

The Walking Activity dataset was initially collected to perform gait authentication using two staged approaches. The dataset authors first inferred the posture from the data (e.g. walking or standing) and then perform a one class classification to determine if the posture readings correspond to the authorized user [10]. This dataset has only 4 features: time-step, x acceleration, y acceleration, z acceleration. There were a total of 22 participants who were all recruited by convenience methods.

To use this dataset to build an identification system, each of the individual participants readings was separated into individual files. To process this dataset we merged all of the files while applying a label corresponding to the file name/participant identifier. Since this data was time series, it would normally be the case that multiple samples would be analyzed as a group (e.g. within a time window of 5 seconds) to determine if they belonged to a particular participant. To see how far we could get with a naive approach, we treated each sample as a distinct measurement labeled by userID.

The random forest classifier had the best performance on this dataset, achieving ≈ 71% accuracy (shown in Figure 3). While the identification performance of this dataset was not as good as the activity recognition dataset, it should be noted that this dataset is using significantly fewer features (561 → 4). Since this is time series data, by treating each sample as distinct, we are not taking advantage of the temporal correlations that exist between samples. We could potentially capture some of these correlations if we folded samples that span a fixed interval into higher dimension samples. This would lower the total sample size but increase the feature space dimension.
which could capture some of the time information. Still, the naive approach does perform better than guessing, even though the temporal information is ignored. The results of this dataset demonstrate that even with a very low dimension feature space high performance can be achieved.

For the walking activity dataset all features were used. The id’s served as labels. The feature list was: 
"time-step", "x acceleration", "y acceleration", "z acceleration".

A.3 CAT Scan Localization - When Discernibility Is High, More Testing Is Required to Identify the Limits of the System

This dataset consisted of 384 features extracted from full body CT scan images which were used to localize CT slices [23]. Data from 97 participants was analyzed and histograms of the physiological features (bone structures and air inclusions) were extracted. This dataset did not have an existing label, however, each record was labeled with a patientID. To process this dataset, we separated the patientID for each measurement and used it as the label. Because this dataset had such a large participant count we ran the analysis with several different 20 participants subsets. The support vector machine performance was 100% for most subset chosen (see Figure 3) and the variation between subsets was \( \leq 1\% \).

The discernibility of this feature space is incredibly high. We ran the random forest algorithm with a 90 participant subset and only saw a \( \approx 1\% \) drop in accuracy. To ensure that the features were not leaking label information into the classifier (e.g. one of the features may have been equal to the patientID), we identified the maximum feature importance (as reported by the random forest algorithm) and then removed all features that had an importance within 50\% of that maximum (8 features total). With the most important features removed, the random forest classifier still achieved \( \approx 99\% \) classification accuracy with a participant subset of 20, and \( \approx 98\% \) accuracy with a subset of 90. The high discernibility of this feature space is not surprising since the measurements are the result of an entire body scan in a room sized instrument. Because the discernibility of this feature space is very good, determining an upper-bound on number of distinct individuals this type of measurement could distinguish would require testing with a significantly larger number of participants.

All features were used from this dataset. The patient_id served as the label, and all other columns were used as the feature vector. To ensure that one of the values was not highly correlated with the patient_id, we took the top 5 features from the high accuracy random forest and removed them from the dataset. When this was done the performance values did not change much.

A.4 EEG Readings - Poorly Discernible Features Will Easily Fail But PCA Might Give You Insight into Why

In this dataset measurements from a head mount EEG instrument were collected. There was a total of 81 participants, several of these who were suffering from Schizophrenia, a chronic illness. The original authors used the measurements to determine if there was a correlation between the illness and certain patterns in the measurements [17].

The EEG dataset represents measurement data where all users look very similar. In Figure 3 we show the best achieved classification results. The best algorithm was random forest however, the difference between random forest and neural networks was not significant (see Table 3). As in the CT scan case, we selected several random subsets of the participant count, and re-ran the analysis several times. Each sampling produced approximately the same results (no greater than \( \approx 3\% \) variation).

Since the procedure and algorithms used for this dataset mirror the procedure and algorithms used for the CT scan dataset, why was the performance so different? One easy observation is that the size of the feature space is significantly smaller (384 \( \rightarrow \) 40). However, in the walking activity dataset, the feature space was significantly smaller than the activity recognition dataset, yet this system achieved \( \approx 70\% \) accuracy.
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Fig. 9. The first two principal components of the measurements for each dataset is shown. These components can be used to explain the differences in performance observed for each dataset. For the CT scan, activity recognition and NBA stats datasets, the high accuracy is coupled with significant separation in the measurements from each participant. Distinct clusters can be observed indicating that even the limited information captured in these two components is enough to distinguish many participants. The walking activity dataset begins to hint at why performance would degrade as there are clusters, but they fail to be distinct and have some significant overlap. The EEG dataset demonstrates the worst case where there is almost no separation. Most of the participants measurements are overlapping in one large area with only a small portion lying outside this giant component. All test set measurements from each of the 20 participants that were classified in Figure 3 are plotted. The measurements form each participant have a distinct colors and marker shapes.

We can gain some insight into why the performance is so different by looking at a scatter plot of the first two principal components. In Figure 9, we show the first two principal components for each of the 20 participant subset that corresponds to the confusion matrix of Figure 3. As we can see, in the CT scan case, measurements from each participant form clusters and the overall shape are not uniformly distributed about the origin. In contrast, consider the EEG components where most of the measurements form one giant component sitting on top of the origin with other highly overlapping components to the right. This measurement dataset represents the worst case scenario for discernibility of the feature space. All participants produce measurements that vary significantly and the ranges over which they vary completely overlap. In this situation, it becomes very difficult to identify which measurement came from which participant.

For the EEG dataset we filtered out the following features:
- `u'trial'`, `u'condition'`, `u'TTI'`, `u'rejected'`, `u'Fz_N100', u'FCz_N100', u'Cz_N100', u'FC3_N100', u'FC4_N100', u'C3_N100', u'C4_N100', u'CP3_N100', u'CP4_N100', u'Fz_P200', u'FCz_P200', u'Cz_P200', u'FC3_P200', u'FC4_P200', u'C3_P200', u'C4_P200', u'CP3_P200', u'CP4_P200', u'Fz_B0', u'FCz_B0', u'Cz_B0', u'FC3_B0', u'FC4_B0', u'C3_B0', u'C4_B0', u'CP3_B0', u'CP4_B0', u'Fz_B1', u'FCz_B1', u'Cz_B1', u'FC3_B1', u'FC4_B1', u'C3_B1', u'C4_B1', u'CP3_B1', u'CP4_B1'

to eliminate some empty columns. The subject column was used as the label.

A.5 NBA Player Statistics - Large Numbers of Samples Per Participant Are Not Necessary If the Features Are Highly Discernible

The NBA Player statistics dataset is an artificial dataset constructed from player statistics spanning the years 1950 to 2017 [21]. Since the player careers tend to be shorter than 25 years, this dataset was explicitly constructed to have only a small number of samples per players on average. The stats of a player is a function of the players’ capability and environmental circumstances of that year. Thus each measurement’s features should be centered around a mean, but have random variation due to environmental factors (e.g. health or number of home games).

The dataset was processed to have a small number of partially distinct samples from each player, but a large number of players overall. The player statistics served as a measurement source with enough variation such that
there should be some overlap between players. Each measurement of a player has the potential to overlap with another player’s measurement. When this happens the classifier may confuse one player for another.

All players were given a unique numerical identifier, and each time-stamped playing statistic was treated as a single measurement. Several categorical values (e.g., team or position) were also encoded as a single integer value. Only players with at least 15 measurements were counted, thus the final dataset had measurements from 290+ players (there are very few datasets with such a large participant size).

We conducted the same analysis on this dataset as on all other previous datasets. Given the small measurement size and low density of measurements per participant, as compared to all other datasets, we might expect much worse performance. The classification performance, however, is high because each player has values that are very distinct. The team and position alone provide significant clustering into distinct groups. These groups are then refined further by playing characteristics. In Figure 9 we see the first two principal components of all the samples in the test set for the 20 players shown in the CM of Figure 3. Even though the point density is very low (≈ 15 per player), the clustering of each players samples is very tight. These two features alone provide significant discernibility between players.

For the NBA player statics, all names were encoded as numeric identifiers including the player name and team name. The full feature list was:

```
    u'Year', u'Player', u'Pos', u'Age', u'Tm', u'G', u'GS', u'MP', u'PER', u'TS%', u'3PAr', u'FTr', u'ORB%', u'DRB%', u'TRB%', u'AST%', u'BLK%', u'DRS', u'TOV%', u'USG%', u'OWS', u'DWS', u'WS', u'WS/48', u'OBPM', u'DBPM', u'BPM', u'VORP', u'FG%', u'FGA', u'3P%', u'2P%', u'3PA', u'2PA', u'eFG%', u'TOF', u'FTA', u'FT%', u'ORO', u'DR', u'TRB', u'AST', u'BLK', u'TOV', u'PF', u'PTS'
```

Where player was the player name which served as the label to be predicted.

### B PARAMETERS USED FOR EACH ALGORITHM ON EACH DATASET

Table 5 enumerates all the parameters used for each dataset. In most cases the defaults were sufficient. For the case of EEG we used a random parameter search to try to improve results for the Random Forest and Support Vector Machine algorithms, but there was no significant gain in performance. The default neural network has a single hidden layer with 100 neurons. The default kernel for support vector machines was the RBF kernel and it makes multi-class decisions via one-vs-one run offs.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Walking Act.</th>
<th>CT Scan</th>
<th>EEG</th>
<th>NBA Stat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>RandomForestClassifier</td>
<td>n_estimators =1000</td>
<td>n_estimators =1000</td>
<td>n_estimators =1000</td>
<td>n_estimators =1000</td>
</tr>
<tr>
<td></td>
<td>max_depth =20</td>
<td>max_depth =20</td>
<td>max_depth =20</td>
<td>max_depth =20</td>
</tr>
<tr>
<td>svm.SVC</td>
<td>default</td>
<td>default</td>
<td>default</td>
<td>default</td>
</tr>
<tr>
<td>MLPClassifier</td>
<td>default</td>
<td>default</td>
<td>default</td>
<td>default</td>
</tr>
</tbody>
</table>

**Table 5. All parameter arguments used for every algorithm, dataset pair**